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Abstract: Operational excellence serves as a cornerstortadauccess of businesses,and effective risk neamf is
key for minimizing disruptions, and ensuring busimeontinuity. This paper proposes an innovativéhauology that
harnesses the power of machine learning in suphglinaisk assessment to enhance the ability ofnizg#ions to identify,
predict, and mitigate various risks that can imphetr efficiency, effectiveness, and resilienckisistudy addresses the
inherent subjectivity in human assessment whickgnts a significant challenges and potential biasé®e evaluation
process. Auditors, who play a crucial role in idigimg and assessing risks within an organizatiopsrations, often rely
on subjective judgments influenced by their expers, expertise, and personal biases. To mitigastéssue, we employ
a deconstruction approach, breaking down risk fadtdo sub-factors, and leverage an Artificial KegWNetwork model
as a predictive tool for accurate risk level pradits and enhanced assessment objectivity. Redthdata from a global
automotive company specializing in wiring harnesseautilized to train the Neural Network model,aodataset of 2100
samples, exhibits good performance of risk preglictas evaluated by appropriate metrics such asriietztion
Coefficients and Mean Square Error. Overall, taisearch contributes to the advancement of risk gesment practices
addressing the challenges of subjectivity in huressessment, to more objective by providing a reliabd data-driven
framework that supports managers in strategic aecimaking and fortifies supply chain operationsotigh an early
risk alarm, empowering organizations to proactiveBnage risks and achieve autonomy in effectikermanagement.

1 Introduction disruptions, as it plays a pivotal role in effeetiRM
Supply chain risk management (SCRM) has becongrategies. _ o _
more significant and attracted researchers' attenii Today auditor's subjectivity can play a role in

comparison to previous years when less attentios weetermining the risk level. It seems to be extrgmel
given to risk management (RM).Furthermore, thdlifficult to assess risk, in the same manner, tpkine case
complexity of production processes, huge quantit9f two auditor_s working on the same organi.zatiopmm
produced, uncertain demand, unexpected changes, &valuate the risks equally, as the difference afgssional
increase in various disruptions types cause sufimtanjudgment and experience influence their risk assents
losses.[1] risks in the realm of SC managementtman and lead to subjective evaluations. The risk assest
broadly categorized into two main types: strategi§ubjectivity might cause various problems with seve
uncertainty and operational catastrophes. To ittistthe Monetary problems. It can lead to inconsistentuatains
impact of such risks, consider the recent globdf risks that make it challenging to compare aridritize
phenomenon of the COVID-19 pandemic, which trigderefisks consistently. also, the subjectivity may lack
a widespread scarcity of shipping containers and tgansparency and fail to provide a clear justifimabf the
significant rise in employee absenteeism, resulting factors influencing the risk levels which leavesessive
substantial financial loss of billions of dollars.|leeway for managers to understand and evaluate oisk
Additionally, the SC landscape faces inherent riskéeir own ina way that will not interfere with terategic
stemming from geopolitical events, like the Russiablansforthe company. _

Ukraine war, as well as challenges arising fromlalok of As for the impact of subjectivity in the risk ass@ent
synchronization between supply and demand. TheBgocess, the primary objective of this researchtols
factors, as highlighted by [2] contribute to thenpbexities ~Minimize the subjective nature of human assessnaets
and vulnerabilities encountered in SCM. Uncertaintyachieve a more objective risk evaluation approasihgu
stochasticity, external disruptions, and risks cafittificial Intelligence (Al) techniques that can lpein
temporarily or durably impact the performance & 8C, addressing some of the subjectivity challengesiénrisk
where the need for implementing a well-defined RMiSSessment process by introducing more objectice an
process is crucial for mitigating exposure and mining ~ data-driven analysis which reduces reliance onestibp
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judgments and provides a more objective basis ifir r environments. However, the current research on Al

assessment. integration in SC lacks models capable of providing
This study was carried out as the power of Aprobabilistic risk assessments that account foedamties

technologies its significant role in enhancing riskand ambiguities in SC risk scenarios.

assessment processes due to several reasons andgsur  Furthermore, research could investigate how Al nede

such as the handling of large volumes of data moman effectively collaborate with human experts iaking

efficiently than humans and this is particularlypiontant decisions related to SC risk. Additionally, addnegshe

in risk assessment, where numerous variables atdréa gap of integrating human knowledge into Al modelsSC

need to be considered. Further to the human judgmeisk assessment represents our contribution irnpéyper.

which sometimes can be influenced by biases, emstio

Al can provide consistent and objective analysi® Literaturereview

minimizing the impact of human subjectivity andoes; Mathematical tools have played a pivotal role ia th
leading to more accurate risk assessments andr-betfgeld of SCRM, enabling advanced analysis, modellin
informed deCiSion'making. In addition, Al modelsnca and decision-making processes. Recenﬂy, reseagsh h
leverage historical data to make predictions alfouutre pegun to apply additional tools such as Al covering
risks to anticipate potential risks and proactivelproduction risk management, and SC risk challeriges
implement strategies to mitigate them. In summahs  complicated environments, and in a specific parthef
capabilities in data processing, analysis, accuracyl process.[3] classified the reviewed papers published
real-time monitoring make it an invaluable tool forhetween 2003 and 2013 on SCRM into four categories,
enhancing risk assessment across SC. definitions, types, factors, and methods for

We propose a methodology with the goal of autongatinSCRM.Furthermore, methods are classified for risk
and standardizing the risk assessment process. B¥nagement as either qualitative or quantitatiyedding
deconstructing the risk factors into distinct sabtbrs, we on their core operations, such as risk detectissessment,
systematically examined each component and analyse@uction, and monitoring.
them collectively as a comprehensive feature vedtois [4] centres their investigation on the implemeatatbf
vector serves as input for the machine learning )(Mlintelligence-based tactics to improve the managémgn
model, where each numeric parameter conventionalcRs and strengthen overall resilience. The outsanfie
represents the status of each factor in each sutegs. The their study offer valuable perspectives on the tis
used data was collected from a real automotive @ayp |andscape of SCRM methodologies and the efficacy of
operating in wiring hamesses worldwide, the tyge qesilience approaches across various sectorsxgbjieed
industry was chosen as it's the pillar of the naalo the influence of digitization, big data, and Indyst.0 on
economy, further to the widely of concern on S@uliion  their role in mitigating the cascading impact of B€k.
risk that has been considered in recent years ltli bayevertheless, the researchers highlighted the siegdsr
business and academic practitioners. As the autee®®C  fyrther investigation before introducing decisiampgort
has become increasingly difficult to manage andiouit  systems that incorporate ML and agent algorithms to
effective RM it's almost hardly possible to seeftsration  enhance the optimization of stochastic systempri&ent
norma”y. The International Automotive Task FordéT(F a Comprehensive model that |everages b|g data en th
16949) reports for 5 years were cleansed and c@W& planning and process control domains to effectively
the predeﬁﬂed set of parameters as in Table 1.itAU¢nanage SC risksi this approach involves C0||ecting
reports are the result of an audit system assesbig extensive data from various sensors, both inteama
quality management system of the company, verifyislg  external, which are then meticulously analyseckcioegate
defect prevention, process variation, and wasthenSC detailed reports for decision-makers, enabling them
and production process. make informed decisions regarding SC redesign.

Due to the scarcity of available data, a unique and |n their research, [7] demonstrate the potential of
highly confidential dataset was obtained, whictyetha tilizing SC data analysis not only for pursuingdan
pivotal role in training the ML model capable otatately managing supply risks but also for enhancing seppli
predicting risk levels within a SC. We trained thedel on performance_ This approach empowers globa| SCs to
80% of the collected data and 20% of a test sdhef proactively respond to SC risks rather than adgpan
samples. reactive approach, enabling them to take initiatime

Ultimately, the integration of Al into SCRM hasmitigating potential disruptions and ensuring a enor
introduced new dimensions of complexity and oppotyu  resilient and efficient SC ecosystem. However rtheidy
However, there are notable research gaps and sbesie does not mention a predictive model but only a tirakc
that require investigation, particularly in the @seof data presentation. Another study by [8] offers aceptual
cleansing, integration, and validation of SC dé@teere are framework for SCRM using ML techniques and big data
gaps and challenges in Al models that provide mégable \ithout evaluating and implementing the framewalejr
risk assessments, enabling SC professionals tastadd cgnclusion suggests that incorporating Al in SCRM
risk behaviour. Additionally, gaps exist in Al mdsi¢hat processes can potentia"y enable the discoverym\f n
can adapt and update in real-time based on chamgikg knowledge. This new found knowledge, when combined
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with the expertise of decision-makers, has thentiatieto  the investigation of inventory control methods sold
facilitate optimal decision-making in SCRM processe  exceptional significance. [17] In their proposed
Existing literature reveals that various Al techrdg methodology, they adopt a state-feedback neurafanket
exhibit partial applicability in different contexisf risk  controller to determine the ideal order quantiggaunting
management in various stages of the SC. One ahti® for uncertainties in the deterioration process adidering
used Al techniques in various levels of productioto the FIFO issuing policy. [18] develop Al foretiag
management is the ANN applied in the area of f@tiwg, models for better forecast and inventory management
demand planning, inventory management and risknprovement.
assessment. As the efficacy of forecasts is cosingpon [19] Their study elucidate the evolution of deep
the accuracy of predictions, scholars have redicetiteir learning (DL) and ML concepts within the framewark
focus to the area of fast-changing data combinett widevising a plan for identifying and evaluating SCRseir
traditional forecasting and Al techniques to geteemaore outcomes indicate a notable enhancement in thiyatal
accurate predictions of forecasts to improve demaridrecast whether a shipment is destined for export,
planning.[9] studied the ability of ML in generagimore outperforming numerous other pre-existing ML
accurate forecasts in comparison to traditionahethodologies.Scholars have increasingly promobed t
methods.[10] suggest a methodical managerial giydte  adoption of Industry 4.0 (14.0) solutions as atsgg to
investigating the correlation between Al and thévthip  mitigate supply chain disruptions (SCDs) [20], espky
effect ,their research provides scholars and masagéh in light of the challenges exposed by the COVID-19
a fundamental platform for advancing theories ow @  pandemic. In their research [21],they built upaiompwork
alleviate the fluctuations in SC caused by thevhilb in 14.0 and SCRM, creating 13 projections that rdedite
phenomenon. [11] In ordering management ML is ueed how 14.0 technologies will shape Supply Chain Rexsde
establish an optimal ordering strategy in seve@leSels (SCRES) by 2030. Their study evaluates the poteotia
to evaluate order priority and manufacturing opléarity.  14.0 in enhancing SCRES within a post-COVID-19
[12] create an enhanced version of grey neural oy context. As well,[22] their study seeks to elucitite role
which can assist businesses in making more accuratieAl applications in supporting Operations and [gvp
forecasts regarding market demand following disamst Chain Management (OSCM) processes, as well as to
in transportation. Subsequently, they conduct apiécal pinpoint the advantages and challenges associaitbd w
study to validate the practical viability of thisproved their integration. The findings underscored theacity of
mode.[13] used a combination of ANNs and autoAl techniques in OSCM to enhance the competitivgeed
regressive integrated moving average (ARIMA) motiels of companies by diminishing expenses, shorteniagl le
forecast the requirements for blood platelets. iftention times, and enhancing service levels, quality, gafend
behind their approach is to minimize uncertaintiéthin  sustainability.[23] examined how Al technigques can
the SC associated with blood platelet demands.Thélr enhance SCM through the execution of a structured
inquiry offers a practical instance where they ped analysis of existing literature.
monthly demand for three blood components throbgh t  In this study, we carefully selected the primarskri
utilization of ANNs. The outcomes of their analysidactors based on their direct relevance to SC and
illustrate that ANN models outperform ARIMA modéts production organizations. Specifically, our focusasw
the realm of demand forecasting. directed toward the critical and potential factdhst
From the reviewed existing literature on the Alnfluence the risk level during auditors' evaluatio each
application in SC, we can see that Al techniquesieeen |ATF audit. These selected risk factors encompass
used throughout the SC, neural networks have shiogin common types of risk in manufacturing, supply, $fort,
results also in problems related to supplier select demand, and information, considering their extearad
process. [15] In their study, they employed ANM¢tlolress internal interfaces. This selection process semedan
the primary challenges associated with case-basgriitial foundation for creating an additional resceiaimed
reasoning within supplier selection. This was dwita the  at defining and categorizing the deconstructed faskors
intention of enhancing both the precision in rengsstages in more detail. The objective is to achieve moreusate
and the efficiency of the supplier selection predd$] risk evaluation from the auditors by placing margdasis
Their paper aims to put forward a hybrid stratelggtt on the sub-factors and enabling a precise assessfegk
melds the Z-number Data Envelopment Analysis (DEAfactors integrating an ANN model in RM process flasv
model with the ANN to improve the process of setert in Figure 1.
resilient suppliers. The objective is to refine [digy
selection by incorporating two key aspects: arciefficy- 3 M ethodology

centered assessment through Z-number DEA and t88 Rjsk management process flow with ANN
predictive potential of ANN, with particular empl@sn integration

the resilience of suppliers. In Figure 1, we detail the methodology employed to

Enhanci_ng strategies for_ ”_"a”agmg the_ movement mtegrate an ANN model in the RM process for risk
goods within production logistics systems is a i§icgnt prediction purpose, to mitigate and reduce SC pitans

aspiration within contemporary industries. Consetiye  »nq control risks in advance. The initial phas@ives the

~ 647 ~

Copyright © Acta Logistica, www.actalogistica.eu



Acta logistica - International Scientific Journal about Logistics
Volume: 10 2023 Issue: 4 Pages: 645-658 1SSN 1339-5629

Improving supply chain risk assessment with artificial neural network predictions
Nisrine Rezki, Mohamed Mansouri

identification of potential risks that could impatiie parameters of the model which represents the aistofs
organization, followed by risk factors deconstrootinto  in this research are mainly based on their relevam¢he
sub factors to get more precision on the risk efémé’he automotive SC. The selected risks cover externa an
identified risk factors are evaluated in terms béit internal risks in different node of the SC, covgrin
severity, impact, and probability. Gathered andaméal supply,demand,manufacturing,process,financial,mercro
data is used to train the model to predict rislelef the ventory,information,payement and transport risks.
potential risks that may disrupt the SC, foreseeias Moreover the inputs include the results and feedback from
helps in prioritizing and providing strategies titigate the  different OEMs (Original Equipment Manufacturersida
risks, decisions can vary in their approach, ramdiom  tier 1 suppliers. Audit reports were employed asthtaset
accepting the entire risk without implementing agions  containing risk factors and served as the inputdgr the

for low-risk events, to implementing a series @@ntive  ANN used in training the predictive model for fuguisk
measures for high-risk events. A regular RM processstimation.The model underwent training using askst
review ensures that new potential and suspectks @i® consisting of 2100 samples. The risk data is highly
remains up-to-date and introduced in the model do Rassified business information that is publichauailable.
verified and assessed if they occur. Figure 1 defiie risk  Attaining the data from an automotive manufacturing

assessment flow integrating the ANN model. company for the purpose of risk prediction was a
challenging goal and a unique opportunity to gasights
Identify the risks using confidential business information.
(risk factor ,and possible
events) Table 1 List of parameters
Deconstruct risk factors No | Paramete Literature
into sub factors 1 | Leadership and commitme | [24,25,26,27,2¢
iy 2 Products/services [29]
Set risk criteria reguirement
( Severity,Likelihood, and 3 | Performances evaluati [30]
Impact) 4 | Continuous improveme [31]
> 5 | Demand [32,33]
Evaluate the risks Uncertainty/Variabilit
(Based on the risk criteria) 6 Manufacturing ris [22,34]
iyl 7 | Delivery/Transport delz [35]
ANN prediction of the risk 8 | Supplier dependen [36]
level 9 | Information systel [37]
(Based on historical data,set 10 | Financial risl [38]
of inputs and output ) 11 | Inventory contrc [39,40,41
Develop and implement 12 | Payment contr [42]
strategies to mitigate the 13 PurChas.e orde [43]
. 14 | Macro rist [44]
15ks
Measures and review the We cor_lverted the findings of 150 IATF audit reports
RM process regularly produced in 2018-2023, in accordance with the estina
- selected risk factors from the IATF standards #natmost

Figure 1 Risk assessment process flow with intemratf ANN  relevant for the selected automotive company, fipenid
unique risk factors were neglected as their lovbahility

3.2 Neural network model for risk assessment of occurrence in the results of the audits. Thei$osas on

In order to initiate the development of our prombsethe most relevant and probable risk factors asdessd
methodology of applying ML tools in SC risk assesain reported during several audit reports with a higpact on
an exhaustive list of parameters was selected,ritmve the operational business.
most of the operational risks, from a reel augore of an Auditor's risk assessment practice is an investigat
automotive company that covers the results of IATbased on experience and risk knowledge way of gayid
certification following regulations and automotiveassessing the risks, auditors do not have a wéhetk
standards. We focused on a research sample cogsisti result for each parameters deviation linked to NEF
30 automotive production sites operating in wiringtandards and regulations basics, parameters are no
harnesses word wide. Findings and audit resullsy@fars evaluated in the same way for all auditors. In ptdeget
were converted in accordance with the selectechtipeal an easy, objective, quantitative, and accurate risk
risks which were observed as parameters and a msor assessment each of the selected risk factorskseown
of the selected automotive company. The selected
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into their sub-factors and t
vector to train the ML model
Regarding the numerical

he results are fit asirgput

evaluation of the auditltes

for each assessed parameter, auditors assignlavélof
high, low, or medium to indicate the severity oé ttisk
associated with that parameter. However, it's wortstandards applied across various sites.
While it may not be immediately evident, the setett
assessments made by the auditors based on thgingud  of parameters from the IATF 16949 standard, asee!t
the topics in Table 1, is undertaken with a speafim.

emphasizing that the final

audit results are stisjec

and interpretation of the assessment.

comprehensive understanding of the most influential
factors in the overall risk probability assessnfenteach
company, it is important to identify the key impagt
factors. This knowledge is particularly valuable the
reports are derived from the same company withistarg

The deconstruction of risk factors into sub-factiars These parameters are chosen based on their aligmritien
crucial to achieve a more accurate assessmenteof thctors derived from quality management standardsse
factors hold essential roles in establishing thaliu

selected parameters. To accomplish this, eachasubrfof

every parameter was assigned a value based on ritanagement

performance level. A value of 0 indicates a neuénal of

1 indicates an appropr

iate level

requireme

nts expected of

automotive

manufacturers and suppliers. This research ainasdess
compliance with standards and regulations, -1 atdiea the automotive industry's capability to managestiskhe
weakness in adhering to the standards and reguéatdmd careful organization of these selected parameters i

of compliancedesigned to evaluate an organization's risk expoand

Additionally, each compiled report was assigneds& r compliance with the IATF standard. By considerihgse
factors collectively, we contribute to a comprelens

probability value, ranging from 0 to 1, represegtihe

likelihood of risk for each company. To obtain arunderstanding of

their

impact on

assessment for each specific evaluated risk aml aai performance and overall success (Table 2).

Table 2 Selected parameter is derived from a sstilbfparameters

L eader ship and
commitment were
compiled from the

following sub-parameters
(1) is the company takin
responsibility for the
effectiveness of the quali
management system?

incentivizing, guiding, an
supporting  persons
contribute to the
effectiveness of the quali
management system?

(5) Does the organizatic
promote improvement?
6) The priority of increasin
customer  satisfaction
maintained by
organization?

7) Are the customer
requirements understood g
met?

th

Payment control

swith customers include: (
tyhe provision of informatio

d2) Does the organizatiq
lose appropriate means
cidentify  output
twhere it is necessary

goreserve the output eleme

gservice provision

Products/services

requirements were
compiled from the
following sub-parameters:
@1l) Is the communicatio

relating to products ar

(2) Are the qualityservices? (b) the treatmehbw technical reliability
management systeraf consultations, contracts,

requirements integrated intor orders, includingl nfor mation system

the organization's busingssnendments? Information infrastructure
processes? (c) obtaining feedback fronsystem Integration

(3) Is the organizatigrcustomers regardingnformation transparency
promoting the use of theroducts and servicgdpformation delays
process and risk-basgdcluding their complaint§Zompatibility in IT
approaches? Any applicable legal anglatforms

(4) Is the organizatioregulatory requirements? |Back up procedures

element

ensure compliance wi
products and services?
(3) Does the organizatig
iguring  production  an
extent sufficient to ensu
'sompliance with th
melquirements?

NOTE: The preservatig
may include identificatior]
handling, contaminatio

apupplier monopoly
nSelection of

to arcontinuously improve th

Supplier dependency

Alternative supplier in cag
of major supplier stoppage
Long-term relationship
with reliable suppliers

the wron
gpartner

n
@emand
d4Jncertainty/Variability
tBorecasting errors
Market change

Bullwhip effect distortion

n
n@ontinuous impr ovement
oes the organizatid

reclevance, adequacy, 4
peffectiveness of the quali
management system?

moes the organizatig
consider the results of t
ranalysis and evaluation,

dPackaging and

Delivery/Transport delay
&atural Accidents (Fire
Earthquake)

Abnormal
Accidents(Manmade
Disaster/Terrorism attack)
shippir
quality issues

Safety stock unavailability
Custom clearances
Transportation breakdown
Damages in transport

Purchase process cont
through the ERP system

documents follow up

Inventory control

eaccording to procedures
ndventory system update
t¥Financial risk

h.oss of contrast
hilarket growth
d2rofit margin

No  transport  solution
alternatives

Lack of outbound
effectiveness

Purchase orders

Purchase procedures 3

Exchange rate fluctuations

organizational

19

rol

nd

Regular warehouse
inspection
Warehouse inspection

control, packaging, storag

well as the outputs of tt

Price fluctuations
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Presence of sufficient contidtansmission, or transporhanagement review, o

mechanisms ensuringnd protection. determine if there are negdgacrorisk

alignment between a or opportunities to considgPolitical instability

certificate of receipt and th& anufacturing risk as part of continuoy&conomic downturns

corresponding invoiceUnstable manufacturingmprovement? External legal issues

Appropriate  measures |iprocess Sovereign risk

place to ensure effectiyEmployee accidents Regional instability

control over payments Insufficient maintenance Social and cultural
Lack of experience/training grievances

Performances evaluation | Production capabilities Natural Accidents (Fire,

(1) Does the companproduct inflexibility Earthquake)

determine: (a) what needs|tdachine breakdown, Abnormal

be monitored and measure@uality problems Accidents(Manmade

(b) the monitoring,Design changes Disaster/Terrorism attack)

measurement, analysis, afachnological changes
evaluation methods to ensure

the validity of the results? )
when  monitoring  and
measurement  should pe
carried out?
2) Customer satisfaction: |Is
the organization actively
monitoring and assessing
customers' perceptions
regarding the extent to which
their needs and expectations
are being met?
Does the organizatian
analyze and evaluate the
level of custome
satisfaction?

=

3.3 ANN model application on real database The probabilities by the auditors were given by that
A stable database was formed from the audit repomeflects the level of the risk as low, medium, aghh
conducted for 5 years to create a consistent dsgatma (Table 3). These are transformed to represent [Ow:
train the model. For example, we chose 2 IATF audif.3], medium: [0,4 — 0,7], and high: [0,8 — 1]. tine
reports of 2 sites audited in 2022. Table 3 shows the example, Site 1 was assigned a probability valu®.8f
risk factors and their risk sub-factors were cote@ginto a indicating a relatively low level of risk. ConvelgeSite 2
table of parameters as a sum of each graded {}1,0,and Site 3 received probability values of 0.4 an, O
parameter. respectively, indicating moderate levels of risk.

Table 3 Risk factors and their risk sub-factors
Parameters Site Site | Site | Details
1 2 3
Continuous | 1 1 1 Site 1,2,3:
improvement The organization has a high adequacy and effecsserof the quality
management system, continuously improving.
The organization has a good consideration for tiiputs of the management
review to determine needs and opportunities fotinoous improvemer
Leadership | 1 0 -1 Site 1:
and The company has a high responsibility for the effecess of the quality
commitment management system and requirements are integratedhe organization'
business processes and customer's requirementdlasswthe applicable lega

1°

and regulatory requirements are determined, uratgtsaind met continuously
in a good level. The company maintains customeasfaation and promotes
improvement.

Site 2:
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Site 3:

The company has a responsibility for the effectagsn of the quality
management system and requirements are integratedhe organization'
business processes. Customer requirements aremiegdrand understood
regulatory requirements are not determined, aheeilThe company maintair
the customer satisfaction and promotes improvenuenterstood.

The company has a very low responsibility for tHeativeness of the qualit
management system and requirements are not intelgrad the organization
business processes and customer requirements adeteomined and eithe
understood. Customer isfaction is not met and improvement is very |

[ O - ")

=

Total risk
probability

03 | 04| 05

4 Reaultsand discussion of the ANN modd

After inputting the data into the network, we enygld

ANNS are crucial in ML and Al, mimicking biological two suitable evaluation metrics, Mean Squared Error

neural structures. ANNs consist of interconnecageils of
artificial neurons that process input, learn fromatad
through weight adjustments, and excel in tasksgittern
recognition and prediction across domains. Thisnieg

ability empowers researchers to create intelliggstems
capable of understanding complex phenomena.

In the context of this work, the dataset compr2E30
samples, each consisting of 150
characterized by 14 parameters with values {-1}&nd
a score within the range [0, 1] representing toisk
probability. This distinctive dataset
necessitates ANNs to master regression tasks. dldena
robust evaluation, the data is partitioned intantray
(80%) and testing (20%) subsets. Additionally,redel's
performance evaluation employs k-fold cross-valafat
which partitions the dataset into subsets for hathning

(MSE) and Rz (coefficient of determination), toessthe
model's predictive performance for both cases. C#ke
involved predicting the overall risk probabilityrfeach
company, while case N2 focused on predicting tb& ri
probability for individual factors across all conmyasites.
These evaluations helped us identify the effecégsrof
the model in predicting the total risk probabilignd

observationdetermining which factors have the most significanact

on the company's overall risk profile.
In Figure 2, the Mean Squared Error (MSE) values

configurationPetween the desired target values and estimatectimod

outputs for training data are plotted against dffi
epochs for case N1. The horizontal axis represtdms
progression of the model over time, while the aitaxis
represents the MSE values, which range betwee2 @@
0.004. The graph shows that the MSE values decmase

and testing, yielding reliable performance assemssneepochs, indicating that the model is improving its

across multiple iterations.

The architecture of the neural network is thoughtfu
designed through hyper-parameter tuning, with thmaber
of hidden layers strategically selected based alpm
complexity. The specific configuration comprisevese
layers, commencing with 14 inputs and culminatingi
single output, employing the sigmoid function tcsee
values within the [0, 1] range. The choice of 180, 70,
60, and 50 neurons across hidden layers is metisiylo

calibrated to optimize model performance. The msdel

predictions and reducing errors during the traiphgse.

Similarly, in Figure 3, the MSE values for testidata
are depicted over different epochs for case N2.graph
illustrates the performance of the model in predicthe
risk probability for each factor across all compasitges.
The MSE values also exhibit a decreasing trendgatitdg
that the model's predictions are becoming more rateu
and closer to the desired target values duringtébing
phase.

Overall, the observed trends in Figure 4 demorestrat

optimization employs Adam as the optimizer and Meatat the neural network model is performing well,
Squared Error as the loss function, implementedgusi continuously learning from the data, and effectivel

TensorFlow 2.10.0 library.

reducing errors over time, leading to achievingltveest
MSE values possible.
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Figure 4 Mean Squared Error Trend over time of chge

In Figure 5, the determination coefficient (R2)ued illustrates how well the model generalizes its préohs to
are plotted against different epochs to measure thew, unseen data. As the epochs progress, thduRsvar
goodness of fit for the training data. The horizbratxis the validation data also increase, indicating thatmodel
represents the progression of the model over twhde is performing well in capturing the underlying atts and
the vertical axis represents the R2 values, ranfgorg O to  variability in the data.

1. The graph shows how well the model predicts the Overall, the observed trends in both Figure 5 and
outcome by indicating the proportion of variabilityFigure 6 demonstrate the improvement of the model's
explained by the model. As the epochs progressRehe predictions over time, as indicated by the incregdr?
values increase, indicating that the model's ptiedis are values. These results indicate that the modelffectfely
becoming more accurate and explaining a largergutiogm ~ capturing the relationships between the variabled a
of the variance in the variables. explaining a significant proportion of their varam

Similarly, in Figure 6, the R2 values for the valiidn leading to a good fit between the predicted outcoare
data are depicted over different epochs. The graphe actual data.
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For both cases, the R-squared values for the nsodedxternal influences, or other unaccounted variaties
predictions range between 0.5 and 0.85. This ibelichat were not included in the model. The aim of the na®o
the model is able to explain a significant portminthe capture as much of the variability as possible prodide
variance in the dependent variable. The proximityeen a standardized and objective assessment of riskhbete
the training and validation R-squared values suggest will always be some level of unexplained variance.
the model's performance is consistent across differ To ensure that the developed ANN model avoids
datasets, indicating its generalization ability. overfitting or overtraining problems, two key paeters

In case N1, the developed model demonstrates aeed to be carefully adjusted: the number of epantdshe
explanatory power of approximately 85% in termsh&f number of neurons in each hidden layer.
variance in the dependent variable. This meansttieat In this study, the optimum size of epochs and the
model is able to account for 85% of the variabitibserved appropriate number of neurons for each hidden leeze
in the risk assessment. However, there is still IB%e determined through experimentation and evaluafidve
variance that remains unexplained by the model. goal was to strike a balance where the model aekigood

In case N2, the model shows an explanatory power pérformance without overfitting the training dateor
approximately 70% in relation to the variance ire thexample, when comparing the performance of the inode
dependent variable. This indicates that the model cwith 100 epochs to the model with 150 epochs, is wa
explain 70% of the variability observed in the riskobserved that increasing the number of epochsdeal t
assessment. However, there is 30% of the varidme tdecrease in performance for both statistical messiR-
remains unexplained by the model. squared (with a higher percentage of unexplainedvee)

Overall, the increasing trends of the R-squaredesl and MSE (with greater distance between the traiaimg)
and their proximity to 1 demonstrate the modelifitglto  validation test values).This indicates that the ehosdith
capture and explain a substantial portion of théamae in 100 epochs achieved better results in terms oticaptthe
the data, indicating its effectiveness in predggtithe variability in the dependent variable and minimgithe
outcomes for both cases. prediction errors. It suggests that increasingiimaber of

It's important to note that the remaining unexmdin epochs beyond a certain point may lead to overjtti
variance may be attributed to various factors sash where the model becomes too specialized in thaitigi
inherent complexity in the risk assessment processata and fails to generalize well to unseen data.
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Figure 12 R-Square of Case N2 with Epochs change
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To optimize the model's performance and improve Rinderstanding to new instances, enabling it to igeov
squared and MSE, adjustments were made to the mumbaiable risk-level assessments.

of epochs, (Figure 7, Figure 8), and the numbereofons
in the hidden layers. By fine-tuning these paransetee

aimed to achieve higher values of R-squared an@&Hrow
values of MSE.Through this adjustment and parametg

tuning process, it was determined that R-squarddBE
can vary significantly depending on the numberpafans
and neurons in the hidden layers. The model's tsieic
including the configuration of hidden layers ance th
number of neurons, has a direct impact on the gheli

values and overall performance of the model. The

predicted values of the model align with the scatege of
the training dataset, as shown in Table 4. Thidieapghat
the model's predictions are consistent with tha dawvas
trained on. Specifically, the predicted values cinstly
fall in the middle of the scale range, indicatitgtt the
predicted risk level aligns with the risk level ebged in

Table 4 Predicted and trained values risk level parison

PredictedProbabil{ Predicted| Trained Predicted

L, Values [ty Rangi| Risk Leve| Value: | Risk Leve

~ 0.5¢ [[0.4,0.7] Mediur | O0.€ Mediurr
0.5z |[0.4, 0.7| Mediumr 0.€ Mediumr
0.41 |[0.4, 0.7 Mediumr 0.t Mediumr
0.4C |[0.4, 0.7| Mediumr 0.4 Mediumr
0.3z [[0.0,0.3] Low 0.2 Low

5 Conclusion

The overarching goal of this study was to estakdish
methodology serving in the risk assessment praoetse
industry. Our suggested work tries to formally
conceptualize the risk assessment process practice

consisting to objectify the risks instead of their

the trained dataset. Furthermore, the computed riskbjectivity, as the interviews conducted with expe

probabilities generated by the model exhibit a gitagith
the assessed risk levels determined by the auditbis
positive indication confirms that the model

auditors indicated a prevailing absence of educatio
programs or professional accountability standandizhe

hagvay of assessing the risk, this lack of formal rodtiiogy

successfully learned and captured the patterns alsdone of the main factors of subjectivity leadangditors

relationships present in the training data.
In Figures 9-14, we explored the effect of decragsi

to look at risks differently. The subjective natofeauditor

risk assessment introduces uncertainty in risk

the number of hidden layers and neurons in the ANRieasurement. To address this issue, we proposed a
model. Specifically, we transitioned from a modemeasurable risk approach based on risk levels sexséy

architecture with 5 hidden layers and 100, 80,610,and
50 neurons for each hidden layer to a simpler tachire
with only 1 hidden layer consisting of 50 neurons.

The observed trend in the performance of the misdel

the auditors. Risks were categorized into specéitmes
and assigned a percentage of occurrence. Thisifiailet
approach aims to provide a more objective and
standardized assessment of risk, reducing the enher

that as we decreased the number of hidden layats dvbjectivity in the evaluation process and makingrem

neurons, there was a decrease in performance mstigh

precise and consistent risk measurement. The sieghes

as R-squared and MSE. This is reflected in thetgreamethod comprised the entire risk assessment prdeess
distance between the training and validation valuegngaging the firm with a clearly defined set ofemia for

indicating a higher level of prediction errors.

evaluation, which were deconstructed to their ssko-r

The alignment between the predicted values and tfctors, for an accurate risk evaluation insteaa géneral

actual risk levels, as well as the confirmationotlgh
evaluation metrics, provides confidence in the rlisde
ability to generalize and make accurate predictitors
unseen data. It suggests that the model has efbcti

risk factor assessment, then utilized as a featerwor for
the input layer of the neural network model whiekurn
and predict a computed risk probability aiming to
centralize the risk in its perimeter. The used dates

learned from the training data and can apply itgollected from a real automotive company presewnter
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wide and operating in the same activity sectoritagdorts a manner to get results automatically to speedhap t
of 5 years served as input of the model they wier@nsed process of collecting data, in addition to the satiyity in
and transformed from textual written into the pfedsl evaluating the risk level assessed by the auditors
deconstructed risk factors, the selected datasidtesl in a transform it to a risk percentage, this assessmagtkeep
small, confidential but a highly valuable data. a degree of subjectivity, it would be preferabldawe this
Indeed, the implementation of the neural networkssessment by the auditors instead of their general
model in risk assessment can significantly reddwe tjudgment. Moreover, exploring the relationshipsametn
impact of auditor subjectivity and improve the abliity  specific risk factors that may have a low individisk but
and consistency of risk assessment. The continuostll influence the overall risk in the SC should & focal
learning process of the neural network allows itriprove  point for future directions. Additionally, conduag
its predictions over time by reducing errors anlistthg interviews with auditors to gather their insightada
its internal parameters. This leads to achievirggptable feedback on the methodology would enable adjustsrtent
Mean Squared Error and R-squared values in bodsdés the model based on their needs and help address any
and N2. subjectivity in the risk assessment process. Takiege
The acceptable MSE values indicate that the prdlictperspectives into account, we will consider andiiporate
risk probabilities are close to the auditor's rivel them into our future research endeavours.
assessment, values range between 0.002 and Oh@04, t
MSE values decrease over epochs, indicating that tRREferences
model is improving its predictions and reducingoesr [1] GASPAR, P., CERYNO, P., FERRER, A., THOME,
during the training phase. Furthermore, the model's A.: Phases and tools for supply chain risk manageme
performance in terms of capturing the variability the a systematic literature reviewgestdo & Producdo
dependent variable is reflected in the R-squardukbgay Vol. 27, No. 3, pp. 2-10, 2020.
achieving approximately 85% and 70% respectively fo  https://doi.org/10.1590/0104-530x4227-20

case N1 and N2. [2] QAZI, A., QUIGLEY, J., DICKSON, A,
By having the predicted risk values within the scal KIRYTOPOULOS, K.: Project Complexity and Risk

range, it provides a means to evaluate and quarisity Management(ProCRiM)Towards modeling project

using the model's predictions. This enables stddeh®to complexity-driven  risk paths in  construction

make informed decisions based on the risk assessmen projectsinternational Journal of Project Management
results generated by the neural network model. The Vol. 34, No. 7, pp. 1183198, 2016.

alignment between the predicted values and theleigi https://doi.org/10.1016/j.ijproman.2016.05.008

scale enhances the model's usability and appligabil  [3] HO, W., ZHENG, T., YILDIZ, H., TALLURI, S.
real-world risk assessment scenarios. The method we Supply chain risk management a literature review,
recommend has the capability to provide practiealdiits International Journal of Production Researdfol. 53,

as a tool for companies and organizations. thaloateng No. 16, pp. 5031-5069, 2015.

to evaluate and manage their risk as by addresbiag https://doi.org/10.1080/00207543.2015.1030467
subjectivity in risk assessment, organizations lbanefit [4] ZEKHNINI, K., CHERRAFI, A., BOUHADDOU, I.,

from more reliable and consistent risk assessmeshish CHAOUNI BENABDELLAH, A., BAG, S.: A model
can aid in strategic decision-making and enhanee th integrating lean and green practices for viable,
overall risk management process. sustainable, and digital supply chain performance,

However, the study is not free of limitations. The International Journal of Production Researafol. 60,
research findings strongly support the notion tat is No. 21, pp. 1-27, 2021.

highly effective in both reducing the time neededrisk https://doi.org/10.1080/00207543.2021.1994164
assessment feedback and improving the accuracy dhiHOSSEINI, S., IVANOV, D., DOLGUI, A.: Review of
objectivity of the risk assessment itself. The medal quantitative methods for supply chain resilience
outputs from the trained model allow us to takertiuelel analysis,Transportation Research Part E Logistics and
as a basic step and attempt to expand it by intiadu Transportation ReviewVol. 125, pp. 28807, 2019.
inputs from various sensors providing data fronfiedént https://doi.org/10.1016/j.tre.2019.03.001

points. The used dataset comprised 150 IATF aedants [6] FAN, Y., HEILIG, L., VOB, S.:Supply chain risk
for a defined automotive company, it might be thgecthat management in the era of big daRroceedings of the
other companies from the same activity sector pvi 4" International Conference of Design, User
different audit results which will differentiateetdataset Experience, and Usability (DUXU 20),pp. 283-294,
aspects as well as the outputs that will also Engéd. 2015. https://doi.org/10.1007/978-3-319-20886-2_27
Furthermore, the number of selected parameters bmay [7] GIANNAKIS, M., LOUIS, M.: A multi-agent based
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each company has a strategy and policy to manage it chain agility, Journal of Enterprise Information
business. Secondly, the process of transformingd#ie Management Vol. 29, No. 5, pp. 70827, 2016.
from written reports into categorized parametev®lves https://doi.org/10.1108/JEIM-06-2015-0050

a certain degree of manual work that needs to iteef in
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